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v. The Alliance commits to maintaining updated route objects and an up-to-date 
autonomous system set.  These objects will be registered in either the RIPE or 
ALTDB registries.  In turn the Alliance requests each peer to maintain similarly 
updated route objects and an up-to-date autonomous system set. 

 
vi. The Alliance has no requirements about specific traffic ratios. 
 
vii. In order to ensure an optimal experience for both parties and their customers, the 

Alliance commits to regularly review traffic levels through any of its peering ports 
at common exchange points to ensure that traffic sustained saturation does not 
occur, and requests each peer to notify the Alliance should the peer’s own peering 
ports be running in a congested state in order to allow for temporary re-routing 
while such a state remains.   

 
viii. The Alliance requests each peer to provide 24/7/365 contact details for emergency 

situations, and in turn commits to doing the same. 
 
ix. The Alliance will attempt to respond to all non-emergency peering related 

requests within 48 hours of their being received and requests that peers and 
potential peers do likewise. 

 
3. Peering Locations 

 
The Alliance will peer at any recognized Internet Exchange Point (IXP) where it has 
presence.   

 
While the Alliance prefers to peer at neutral Internet exchange points peering via private 
network interconnects will be considered where justified.  Such justification could be, for 
example, that peering is required where there is no suitable exchange, or alternatively, 
where traffic levels are high enough to justify moving the traffic off an exchange in order 
to avoid saturation of the exchange point port. 

 


